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Abstract tem. In section 3 we present the results from

SEMEVAL- 1.
In this paper, we describe our Word Sense

Disambiguation system for SEMEVAL-1 2 Methods
task 5: Multilingual Chinese-English Lex- 21 The Classifiers

ical Sample Task. We implement meth-
ods based on Bayesian calculations, cosine As discussed previously, our system consists of four
comparison of word-frequency vectors, de- unique classifiers. All of the classifiers require the
cision lists, and Latent Semantic Analysis. creation of aerm-document matrix, which contains

a column for each training instance of an ambiguous

We also implement a simple classifier com- :
bination system that combines these classi- word, and a row for each feature that can occur in
the context of an ambiguous word

fiers into one WSD module. The results of
the SEMEVAL-1 competition are discussed 2 1 1 Ngve Bayes

briefly. The Naive Bayes classifier is based on one of

the simplest, most fundamental probabilistic rules:
Bayes’ Theorem.
In this section, we will discuss a word sense dis-

ambiguation system that implements four different Pr(A|B) = Pr(B|A) * Pr(4)
context-based classifiers: a Naive Bayesian classi- Pr(B)

fier, a Decision List classifier, and a Nearest Neigh- i en a term-document matrix, it is very straight-
bor Cosine classifier. The system combines the clagsnyard to implement a Naive Bayes classifier. The
sifications from these four classifiers into a singlegoa| is to calculate, for a given contef the prob-
guess as to the sense of a word. Our system is gfjjiry of a sensed occurring. It is simple to calcu-
extension of the system described in (Wicentowskkye the global probability oA in the training data,

etal., 2004). N _ _ “and the probability oB is 1. In order to calculate
The task, a multilingual Chinese-English |EXI-Pr(B‘A) we assume that

cal sample task, consists of instances of ambiguous

Chinese words surrounded by context, sense-tagged n

with the correct English translation. The instances Pr(Bl4) = ZPT(BZ"A)

are divided into training data, for which the correct =1

translation is provided, and test data, for which the where there arae different featuress; in context

task is to provide the correct translation. B. Pr(B;|A) can be calculated from the training data
In section 2 we present the implementation o&s the frequency with whicB; occurs in the context

each classifier and of the classifier combination sy®f senseA.

1 Introduction




Feature Confidence| Sense is the “nearest” (largest cosine) is selected by the
Prev—Financial 99% Financial classifier. A more intricate method of cosine com-
Next—Shot 98% Basketball parison, based upon Latent Semantic Analysis, is the
WordBag-Bond 96% Financial fourth and final classifier.
WordBag-Water 95% River

2.1.4 Latent Semantic Analysis

Figure 1: A small piece of an example Decision List. In the process of Latent Semantic Analysis, Sin-
gular Value Decomposition (SVD) is used to reduce

- ] N . aterm-document (or term-term) matrix of term oc-
The classifier uses a basic probability equation 19 rancesIV. into three matrices: a left matrit/

calculate the similarity between an instanéeand 5 gingular value, or eigenvalue, matrix of eignenval-

a sense (from the training datd);: ues down the diagona$, and a right matrix}’. The
matrix W is constructed with terms as the row di-
mension, and documents as the column dimension,
- . . representing the count of each term in each particu-
The classifier returns the sense with the hlghe?tIO 9 . P

o ar document. Once SVD is implemented, rafby
similarity to the test data. o :

m W matrix will be broken down into am by m

2.1.2 Decision List U matrix, anm by m S matrix, and anm by m V

Sim(A, B;) = P(B;) * P(A|B;)

The Decision List classifier constructs a decisiofnatrx.
list during training and applies that Decision List ©Once the decomposition process is completed,
during testing. A Decision List is a data structurdh® matrices are organized by magnitude of high-
that can best be visualized as a series of questiofgt €igenvalues. Then, we dropped low magnitude
asked of the input (Does the input have this fegdimensions of the decomposed matrices. Choosing
ture?). If the answer is yes, then there is an ass¥hich dimension (vectors) to drop was an empirical
ciated classification with that node that is selectedi€cision based off of determining which dimension
if the answer is no, it moves on to the next node. magnitude maximized the success rate for a particu-

The Decision List is created by counting the oclar Ianguag(_a. This process is described further in the
curances of each feature in the training set and tHgSults section.
occurances of each feature in the context of a given After the matrices have been dimensionally re-
sense. If a feature occurs only in the context ofluced, we are left with three matrices, each with dif-
words with the “Financial” sense, the Decision Lisf€rent semantic meaning. The right matrix, V, can
would have 100% confidence that the feature ind€ viewed as a “meaning” by document matrix, in
cates a financial context. The Decision List is sorte$hich each document has “counts” for the amount
by confidence so that it checks for the features iff semantic meaning within. This set of vectors can
which it is most confident before the lower confi-P€ used to disambiguate any future document. To
dence features. implement this method, we utilized the SVDLIBC

Figure 1 shows an example Decision List fofibrary. This package uses the Single-Vector Lanc-
bank; if the context of the test set does not haveé0S method and quickly decomposed our large ma-
any of the features in the Decision List, the classil'lCES.
fier simply chooses the most common sense with a T0 disambiguate, the classifier wiibld the tar-

confidence of the probability of that sense. geted document into the correct “meaning” space
_ _ such that a term vector of the disambiguation target
2.1.3 Nearest Neighbor Cosine is transformed into a meaning vector. This process is

The Nearest Neighbor Cosine classifier uses th#one by multiplying the test document vector Gy
context vectors created for each sense during traiand S~!. Once this vector is transformed, it can be
ing, and for the ambiguous instance during testingcompared with the “meaning”-document matrix us-
The cosines between the ambiguous vector and eaicly nearest neighbor cosine similarity to determine
of the sense vectors are calculated, and the sense tttatvhich document it is most similar. By reduc-



ing the term dimension into a “meaning” dimension, wheren; is the number of occurances of a tetm

we am hoping to remove the noise from the termandD is the set of all training documents.

document matrix such that the important factors in TF*IDF was used for the Nearest Neighbor Co-

disambiguation will stand out and improve the accusine classifier, in an attempt to minimize the noise

racy of our cosine similarity scores. from words such aand that were extremely com-
mon, but common across all training instances.

2.2 Classifier Combination

The classifier combination algorithm that we imple?-4-2 Alpha Smoothing

ment is based on a simple voting system. Each clas- Alpha smoothing is a technique that is used to at-

sifier returns a score for each sense: the Naive Baygsnpt to improve the information gained from low-

classifier returns a probability, the cosine-based clafequency words. We used alpha smoothing in the

sifiers return a cosine distance, and the decision listaive Bayes classifier and the Decision List clas-

classifier returns the weight associated with the firgifier. To implement alpha smoothing, we added a

feature that sense has in common with the test ivery small number to the frequency count of each

stance. The scores from each classifier are normaeature (and divided the final product by this alpha

ized to the range [0,1], multiplied by a constant repvalue times the size of the feature set to maintain

resenting the overall accuracy of that classifier (deaccurate probabilities). This small number has al-

termined empirically), and summed for each sensenost no effect on more frequent words, but boosts

The combiner chooses the sense with the highet$te score of less common, yet potentially equally in-

summed score. We also implemented a simple vofermative, words.

ing system, where the sense that is chosen by the

most classifiers is the sense chosen by the combinér4-3  K-Nearest-Neighbor

but found our combination algorithm to be more ac- One variant on nearest-neighbor cosine compari-

curate (in cross-validation). son that we implemented is K-nearest-neighbor co-

sine comparison. For this, instead of treating each

sense in the training data as one vector, we treat each

Our classifier combination system used a number d@fdividual training instance as a seperate vector, and

features from the surrounding context of an ambiguind the k nearest training instances to the test in-

ous word, including: unigrams, bigrams, trigramsstance. We then choose the most frequent sense

and a simple weighting system on the ten surroun&mong thosé instances. Ultimately, we found that

2.3 Context Features

ing words. the inclusion of a K-nearest-neighbor classifier actu-
N ally lowered our accuracy in cross validation so we
2.4 Additional Methods removed the K-nearest-neighbor classifier from our

There are three more significant computationdinal system.
methods that were used to improve the performance
of the classifiers. 3 Results

2.4.1 TF*IDF i
System Micro-average| Macro-average
TF*IDF (Term Frequency-Inverse Document Fre- Rankl Z16578 749936

ortis hased on thait importance 1o a doument ind K&Kz | 712299 | 7ac82e
corpus. TF*IDF, at a high level, decreases the valug Rank3 710160 7148761

: ) SWAT-MP .657754 .692487
of a word that occurs more times in a corpus, but
increases the value of a word that occur in less dif- EanEZ ;ggg; ggéggg
ferent documents. The equation used for TF*IDF is: an : i
n; D Figure 2: The results of the SEMEVAL-1 task 5,
tfi-idf; = -log ised
> D : t;eD) annonymise
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